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Abstract

An efficient projection scheme is developed for the simulation of reacting flow with detailed kinetics and
transport. The scheme is based on a zero-Mach-number formulation of the compressible conservation equa-
tions for an ideal gas mixture. It is a modified version of the stiff operator-split scheme developed by Knio,
Najm & Wyckoff (1999, J. Comput. Phys. 154, 428). Similar to its predecessor, the new scheme relies on
Strang splitting of the discrete evolution equations, where diffusion is integrated in two half steps that are
symmetrically distributed around a single stiff step for the reaction source terms. The diffusive half-step is
integrated using an explicit single-step, multistage, Runge-Kutta-Chebyshev (RKC) method, which replaces
the explicit, multi-step, fractional sub-step approach used in the previous formulation. This modification
maintains the overall second-order convergence properties of the scheme and enhances the efficiency of the
computations by taking advantage of the extended real-stability region of the RKC scheme. Two additional
efficiency-enhancements are also explored, based on an extrapolation procedure for the transport coefficients
and on the use of approximate Jacobian data evaluated on a coarse mesh. By including these enhance-
ment schemes, performance tests using 2D computations with a detailed C1C2 methane-air mechanism and
a detailed mixture-averaged transport model indicate that speedup factors of about 15 are achieved over the
previous split-stiff scheme.
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Introduction

The modelling of chemically reacting flow presents difficulties associated with the large range of spatial and
temporal scales involved. The large range of length scales leads to fine spatial resolution requirements and a
large number of mesh points. The large range of time scales, and the corresponding stiffness of the governing
equations, results in significant challenges to time integration schemes, and typically leads to very small time
step limitations in explicit schemes.

Stiffness limitations are typically overcome by adopting a stiff integration scheme or a specially-tailored
integration method. A variety of approaches have been used to construct different classes of stiff solvers.
These were reviewed in detail in our earlier works [1,2]. It should be emphasized, however, that incorporation
of a stiff solver into a reacting flow code is not straightforward, in large part because of the coupling between
the reaction term and the diffusion and convective transport terms. The presence of convective terms is least
problematic, since explicit treatments with CFL numbers [3, 4] below unity are in most cases suitable. The
treatment of the diffusion term, on the other hand, is a more delicate issue. In many situations, an implicit
treatment of diffusion provides a suitable means for avoiding the restrictive stability limitations of explicit
solvers. For detailed reacting flow models, however, diffusion coefficients exhibit a non-linear dependence on
temperature and on species concentrations, and this dependence couples the diffusion terms in all the scalar
evolution equations. In two and three dimensions, this leads to a very large system of coupled non-linear
equations, whose solution poses significant challenges.

The above considerations suggest that hybrid implicit-explicit (IMEX) approaches, in which individual
terms in the governing equations are integrated using specialized schemes, may be particularly advantageous
(see discussion in [1, 2]). Our previous work [1] used a semi-implicit, additive, stiff scheme for the simula-
tion of 2D reacting flow with detailed kinetics. The numerical formulation in [1] uses a predictor-corrector
methodology; the predictor uses an explicit linear multi-step method while the corrector incorporates a stiff
method for the treatment of chemical source terms. The scheme was applied to the simulation of premixed
methane-air flames [5]. The computations have shown that the scheme efficiently overcomes the chemical
stiffness of the equations of motion and results in significant speed-up over its explicit predecessor. However,
since the diffusion terms are handled explicitly, the time step could not be increased beyond the diffusion
stability limit.

This limitation was overcome in [2] using a second-order operator-split time integration procedure, with
fractional stepping in the diffusional half-steps. One of the advantages of operator-splitting techniques stems
from the sequential application of individual operators, which enables independent optimization of the inte-
gration procedure over each split step and, consequently, enhancement of the efficiency of the computations.
Operator-splitting techniques have been widely utilized in atmospheric modelling studies [6–13] to decouple
reaction from diffusion and convection terms, diffusion+reaction from convection, and to decouple operators
in different spatial dimensions. To date, the symmetric Strang [14] splitting approach for achieving second-
order accuracy has been most commonly and successfully used. Higher-order splitting approaches have been
reported [6, 15–17], but have generally been found to exhibit considerable stability-related problems due to
negative time stepping. For additional discussion of the stability of operator-split schemes see [6, 17, 18].

The success of the operator-splitting approach in [2] hinged on the expectation that evaluation of the
diffusion source terms is much cheaper than that of the chemical source terms. This allowed the use of mul-
tiple fractional time steps within each diffusional half-step, requiring repeated evaluations of the diffusional
source terms in each global time step. While increasing the number of fractional diffusional steps leads to
larger global time steps, and in most cases more efficient computations, inherent limitations to this approach
exist. By increasing the number of fractional diffusion steps, the global time step increases and splitting errors
increase as well. Thus, accuracy requirements force an upper limit on the global time step and consequently
on the number of fractional steps. Moreover, as the number of diffusional fractional steps is increased, di-
minishing returns to code speedup are observed as the cost of repeated fractional-step integration of diffusion
becomes comparable to, or larger than the chemistry integration cost. When this balance is approached, the
use of additional fractional steps to increase the overall time step becomes counter-productive.

Furthermore, when the costs of evaluating transport properties are significant, the splitting procedure in-
troduced in [2] may lose most of its advantages and cease to be attractive. For example, we have found that
when the simplified transport model used in [1, 2] was generalized in order to account for the dependence of
the transport coefficients on the mixture composition, a 50% increase in computational costs are observed in
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the context of a semi-implicit IMEX construction [1], while a factor of 6 increase in computational cost is
observed with an operator-split [2] implementation using 16 fractional diffusion steps. Due to their exorbi-
tant cost, we find that the use of detailed transport models –that locally evaluate transport coefficient based
on local mixture concentrations– is not practical with either of our previous constructions.

One should note, however, that the use of detailed transport and chemical models in transient multi-
dimensional simulation have previously been attempted. For example, Day and Bell [19] incorporate the split
construction in [2] into reacting flow computations using detailed chemical and transport model adapted from
Chemkin [20]. However, their implementation focused on the development of an adaptive-grid methodology
and did not specifically address the cost of transport properties. In the present work, we tackle this difficulty
by using (1) a more efficient extended-stability Runge-Kutta-Chebyshev (RKC) time stepping procedure [21]
in each diffusional half-step, and (2) an efficient extrapolation procedure for transport properties which re-
tains the convergence properties of the original scheme but requires only one direct evaluation of transport
properties in each global time step. With this combination, we demonstrate 2D methane-air flame-vortex-pair
computations with GRImech1.2 kinetics [22] and a full mixture-averaged transport property model [23, 24].

The construction and properties of RKC schemes have been extensively discussed in the literature. These
schemes have been designed for the explicit time integration of stiff ODE systems originating from spatial
discretization of parabolic PDEs [25–28]. They are a typical example of explicit, stabilized RK schemes [29–
37], in which additional internal stages are utilized to increase the stability boundary of the scheme. The
schemes exhibit an extended real stability interval which grows quadratically with the number of stages. This
feature enables careful and efficient adjustment of the number of stages so as to achieve a target stability
region, so that the global time step can be selected based essentially on accuracy considerations. Typically,
a stabilized RK scheme involves a small number of function evaluations which ensure an order of accuracy,
while the rest are relevant to the stability properties. Economized schemes have been developed which use
cheaper approximate function evaluations in the latter stages, without degrading the overall accuracy of the
integration scheme [38]. The present RKC-scheme formulation is based on the construction presented in [21],
which uses the three-term Chebyshev recursion of van der Houwen and Sommeijer [25]. It utilizes a single-
step, multi-stage, second-order construction using the Bakker-Chebyshev polynomial [30, 39, 40] and, as
outlined below, implements damping to provide a narrow stable strip region along the negative real axis [25,
41].

The paper is organized as follows. In section 2, we provide a brief overview of the governing equations
for zero-Mach-number combustion, and of the chemical and transport models. In section 3, we describe the
RKC operator-split implementation and the numerical procedure for extrapolation of transport properties.
Results are presented in section 4. The performance of the present scheme is first examined based on com-
putational tests of a one-dimensional, nonlinear reaction-diffusion equation. The tests are used to establish
the convergence properties of the scheme and briefly analyze the effect of numerical parameters. The full
scheme is then applied to the simulation of premixed methane-air flames in one and two space dimensions.
These tests are used to amplify the results of the idealized analysis and to investigate the speedup gained in
the computations. Major conclusions are given in section 5.

1 Formulation

The physical model used in the present study is based on extending the formulation developed in [1, 2]. The
model relies on the zero-Mach-number limit of the compressible conservation equations [42]. In this limit,
acoustic waves are ignored and the pressure field is decomposed into a spatially-uniform component P0

�
t �

and a hydrodynamic component p
�
x � t � which varies in space and time. The model assumes a gas mixture

with zero bulk viscosity [43], and ignores Soret and Dufour effects [44], as well as body forces and radiant
heat transfer.
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1.1 Governing equations

Under the above assumptions, the non-dimensional governing equations are expressed as:

∂ρ
∂t
� ∇ � � ρv ��� 0 (1)

∂
�
ρu �
∂t
� ∂
�
ρu2 �
∂x
� ∂
�
ρuv �
∂y

� � ∂p
∂x
� 1

Re
Φx (2)

∂
�
ρv �
∂t
� ∂
�
ρvu �
∂x
� ∂
�
ρv2 �
∂y

� � ∂p
∂y
� 1

Re
Φy (3)

∂T
∂t
�

v � ∇T � 1
RePr

∇ � � λ∇T �
ρcp

� 1
ReSc

Z � ∇T
cp

�
Da

wT

ρcp
(4)

∂
�
ρYi �
∂T

� � ∇ � � ρvYi ��� 1
ReSc

∇ � � ρYiV i � � Da wi (5)

respectively. Here, ρ is the density, T is the temperature, v � � u � v � is the velocity vector, Yi is the mass
fraction of species i, µ is the dynamic viscosity, λ is the thermal conductivity, cp is the mixture specific heat,
wi is the chemical production rate of species i, wT is rate of chemical heat release, Z 	
� ∑N

i � 1 cp � iV i, V i is
the diffusion velocity of species i, cp � i is the heat capacity of species i, Re, Pr, Sc, and Da are the Reynolds,
Prandtl, Schmidt, and Damköhler numbers respectively, while Φx,Φy are the viscous stress terms.

The mixture is assumed to obey the perfect gas law, with individual species molecular weights, specific
heats, and enthalpies of formation. The equation of state is expressed as:

P0 � ρT  W (6)

where W 	 1 �� ∑N
i � 1 Yi  Wi � is the local molar mass of the mixture, N is the total number of species, and Wi

is the molecular weight of species i. Note that for an open domain P0 is constant. The specific heat of the
mixture is given by:

cp � N

∑
i � 1Yicp � i (7)

where cp � i is the specific heat of the i-th species at constant pressure.
For the purpose of the numerical implementation described below, the time rate of change of density is

found by differentiating the equation of state,

∂ρ
∂t
� ρ

� � 1
T

∂T
∂t
� W

N

∑
i � 1 1

Wi

∂Yi

∂t � (8)

and substituting for ∂T  ∂t and ∂Yi  ∂t from equations (4) and (5), respectively.

1.2 Kinetic Model

A detailed kinetic model with K elementary reactions is assumed. The production rate for each species (wi)
is given by the sum of contributions of elementary reactions [44], with Arrhenius rates rk � AkT bk e � Ek � RT ,
k � 1 ��������� K. The overall progress of an elementary reaction accounts for both forward and backward rates,
corrections for third body efficiencies, and pressure dependence [20]. The heat release rate term is given by:

wT ��� N

∑
i � 1 hiwi (9)

where hi � ho
i
��� T

T o
cp � idT is the enthalpy of species i, and the superscript o is used to denote known reference

conditions. In the computations below, we focus on the GRImech1.2 C1C2 mechanism [22], which involves
32 species and 177 elementary reactions, i.e. N � 32 and K � 177.
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1.3 Transport Models

In our previous implementations, we had relied on a simplified transport model which takes advantage of the
fact that the N-th species (in our case N2) is dominant, and consequently approximates the diffusion velocity
of any other species i �� N in the mixture by V i ��� DiN∇Yi  Yi, where DiN is the binary mass diffusion
coefficient of species i into the N-th species at the mixture local temperature and stagnation pressure. V N

is found from the identity ∑N
i � 1 YiV i 	 0 [44]. Similarly, the mass fraction YN is obtained from the identity

∑N
i � 1 Yi 	 1. Note that the above approximation of V i assumes that Yi � YN , i � 1 ��������� N � 1, i.e. that species

i � 1 ��������� N � 1 are traces in species N. In addition, for the purpose of computational efficiency, the simplified
transport model also sets the mixture transport properties (µ,λ) equal to those of the dominant species at the
local temperature.

As mentioned in the introduction, one of the objectives of the present work is to explore an efficient
implementation of a more elaborate transport model. In this work, we use a mixture-averaged transport model
implemented using the Dipole Reduced Formalism (DRFM) [23, 24]; the formulation is outlined below.

The mixture viscosity is given by the Wilke’50 formula [23]:

ηmix � N

∑
i � 1 Xiηi

Xi
� ∑

j �� iX jΦi j
(10)

where Xi is the mole fraction of species i,

Φi j � � 1 �"! Wj

Wi # 1
4 ! ηi

η j # 1
2 $ 2

8
!

1
� Wi

Wj # 1
2

� (11)

Wi is the molar mass of species i,

ηi � 5
16
! WikBT

π # 1
2 1
�

hi

σ2
iiΩ % 2 � 2 &('ii

(12)

is the pure component shear viscosity of species i, where the second-order correction hi (neglected in our
first-order formulation) is a function of temperature and pure species identity, kB is Boltzmann’s constant,

T is temperature, and σi j is the Lennard-Jones radius for i– j collisions σi j � � σi
� σ j �� 2. Further, Ω % 2 � 2 & 'i j

and Ω % 1 � 1 & 'i j (below) are collision integrals that are functions of temperature and pure species identity. Thus,
ηi � ηi

�
T � , and Φi j � Φi j

�
T � .

The mixture thermal conductivity is given by [45]:

λmix � N

∑
i � 1 Xiλi

Xi
�

1 � 065∑
j �� iX jΦi j

(13)

where Φi j is that given above, and λi � Piλ % m &i . λ % m &i is a hypothetical thermal conductivity of species i, based
on the molecular gas behaving like a monatomic/translational gas, such that

λ % m &i 	 15kBηi

4Wi
� (14)

and Pi � Pi
�
T � is a known polynomial fit (see the related discussion in the Appendix).

Finally, the mixture-averaged mass diffusion coefficient of species i into the mixture is given by

Di �mix � ∑
j �� iX jWj

W ∑
j �� iX j  Di j

(15)

7



where W � ∑N
j � 1 X jWj is the molar mass of the mixture, expressed here in terms mole fractions,

Di j � D ji � 3
8n
! kBT

2πWi j # 1
2 1
�

di j

σ2
i jΩ % 1 � 1 &)'i j

� (16)

is the binary diffusion coefficient of species i into species j, Wi j � WiWj  �Wi
�

Wj � ,
n � P0

kBT
(17)

is the total number density and P0 is the pressure. The second-order correction di j (neglected in our first-order
formulation) introduces a mole-fraction dependence into Di j.

Thus, for constant pressure, and when di j is neglected, Di j � Di j
�
T � . The Soret (i.e. thermal diffusion) and

Dufort effects are inherently second-order transport properties that are properly neglected in our first-order
transport model. In our formulation, the mixture viscosity, thermal conductivity, and the species diffusivities
into the mixture are functions of the set of mole fractions and the corresponding pure (or binary) species
properties ηi

�
T � , λi
�
T � and Di j

�
T � .

Finally, neglecting “pressure” and thermal diffusion [46,47], the diffusion velocity V i (Eq. 5) is defined in
terms of the Di �mix coefficients as follows. For i � 1 ����� N � 1,

YiV i � � Yi

Xi
Di �mix∇Xi (18)� � Di �mix∇Yi � Di �mix

Yi

W
∇W (19)

where we have used the identity Yi  Xi � Wi  W ; and, YNV N is given by:

YNV N � 1 � N � 1∑
i � 1 YiV i � (20)

Note that the limit of a dilute mixture with a single dominant N-th species is retrieved as ∇W * 0 and
Di �mix * Di � N .

The implementation of the above transport properties in the operator-split fractional step construction
in [2] leads to a substantial increase in computational effort which, as noted in the introduction, renders
the computations impractical. To illustrate the scaling of computational complexity, consider the operator-
split construction using M fractional steps in the original scheme (or stages in the present implementation)
for scalars. For N-species, the evaluation of λ at a point in space requires O

�
N2 � work. Similarly, each

mixture-averaged diffusion coefficient Di j requires O
�
N � work, and with N such evaluations, we have O

�
N2 �

work requirement for D �
+ Di �mix , . As a result, the operation count per time step per mesh cell, relevant
to transport property evaluation, is O

�
2MN2 � , hence the significant rise in transport costs with increasing

number of steps/stages.
While the RKC construction described below is more efficient than the fractional stepping procedure in [2],

the problem remains that a multistage implementation involves significant cost penalties associated with
detailed transport. In the present work, we explore an extrapolation procedure for the transport properties
in order to reduce these costs. The extrapolation procedure can be implemented with either the RKC or
fractional stepping context, but the RKC-extrapolation combination clearly provides better efficiency. The
formulation of the extrapolation scheme is outlined towards the end of the following section.

2 Numerical Scheme

As mentioned in the introduction, the primary objective of the present effort is to enhance the performance
of our previous operator-split, stiff scheme [2], particularly regarding the fractional integration of diffusion
source terms. To this end, we start with a brief outline of the previous construction and then provide a
description of the enhanced solver.
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The stiff-split scheme developed in [2] is based on a projection method [48–55] for reacting flow. The
formulation, which follows the construction outlined in [1], assumes an open 2D domain and relies on a
second-order centered finite-difference discretization of the equations of motion. Field variables are dis-
cretized using a staggered grid with uniform cell size along each coordinate direction. Velocity components
are specified at cell edges, while scalar variables are specified at cell centers. Numerical integration of the
discretized equations of motion is based on a predictor-corrector integration approach. The predictor stage
relies on a symmetrically-split, stiff formulation in which advection and diffusion terms are treated explic-
itly in fractional steps that are symmetrically distributed around stiff integration of chemical source terms.
The stiff integration is adapted from the DVODE integration package [56], and uses an analytical Jacobian
formulation. Numerical integration of the momentum equations involves a pressure correction step which
requires the inversion of a pressure Poisson equation; where we use a fast FFT Poisson solver. The predictor
step is followed by an explicit corrector step that enhances the coupling between the velocity, density and
hydrodynamic pressure fields and, consequently, the stability of the computations [57, 58].

In [2], the fractional step integration of the diffusion and transport terms is based on an explicit second-
order Runge-Kutta and Adams-Bashforth schemes. The stability of the fractional step integration is restricted
by the diffusion stability limit. For well-resolved flame fronts, mesh sizes on the order of 15 µm are necessary.
Consequently, the critical diffusion time step is substantially smaller than the time steps allowed by the
stiff integration. As a result, it proves advantageous to distribute diffusion sub-steps around a single stiff
integration update of the reaction source terms. While this approach results in substantial enhancement in
the performance of the code, the computational tests detailed in [2] reveal that the cost associated with the
repeated fractional step integration of diffusion eventually becomes the factor limiting the efficiency of the
calculations, even with very simple transport property models.

With the present shift towards more detailed transport models, it becomes essential to explore means to
overcome the above limitation. Our approach is based on replacing the RK2/AB2 treatment of diffusion with
the Runge-Kutta-Chebyshev (RKC) scheme that is adapted from [21,25,27,28]. As discussed earlier, RKC is
an explicit, predictor-corrector method that exhibits an extended-stability region along the negative real axis,
and thus appears ideally suited for the present objective.

In order to outline the incorporation of the RKC scheme into the split-stiff formulation, we first recast the
governing equations into the following form:

∂
�
ρYi �
∂t

� Li 	 Ci
�

Ri
�

Di (21)

∂ρ
∂t
� Cρ

�
Rρ
�

Dρ � CW �C � CW � R � CW �D (22)

∂
�
ρv �
∂t

� N
�
ρ � v � � F

�
µ � v ��� ∇p (23)

where N
�
ρ � v � is the momentum convection term, F

�
µ � v � is the viscous force term, while

Ci 	 � ∇ � � ρvYi �
Ri 	 Dawi

Di 	 � 1
ReSc

∇ � � ρYiV i �-�
Cρ 	 ρ

T
v � ∇T

Rρ 	 � 1
cpT

DawT

Dρ 	 � 1
Re Pr cpT

∇ � � λ∇T � � ρ
T

1
cpReSc

Z � ∇T
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and

CW �C 	 W
N

∑
i � 1 � ρv � ∇Yi

Wi

CW � R 	 W
N

∑
i � 1 Dawi

Wi

CW �D 	 � W
N

∑
i � 1 1

Wi

1
ReSc

∇ � � ρYiV i �
Using these definitions, the implementation of the extended RKC solver can be summarized as follows.

Stiff Predictor

The present construction maintains the operator-split construction in [2], but the treatment of diffusion terms
is performed using RKC time integration instead of repeated application of AB2. Convection terms are still
treated explicitly using AB2, and the resulting source terms are spread evenly among the split time steps.
Diffusion terms are integrated with RKC over two half-time-steps separated by a chemistry term integration
over a full time-step. The procedure is as follows.

S1. Explicit convection source terms for the species (Ce
i ) and density (Se

ρ) evolution equations are evaluated.
We rely on the explicit AB2 scheme and set:

Ce
i � 3

2
Cn

i � 1
2

Cn � 1i (24)

Se
ρ � 3

2 . Cn
ρ � Cn

W �C / � 1
2 . Cn � 1ρ � Cn � 1W �C / (25)

S2. The diffusion term is integrated over a step size of ∆t  2 using a slightly-damped, single-step, S-stage
(S 0 2), second-order RKC scheme. The starting values (superscript 0) are the scalar fields at the beginning
of the time step:

ρ0 � ρn (26)�
ρYi � 0 � � ρYi � n (27)

T 0 � T n (28)

The RKC integration stages are then given by [21]:

ρ1 � ρ0 � η̃1
∆t
2
!

D0
ρ � C0

W �D � 1
2

Se
ρ # (29)�

ρYi � 1 � � ρYi � 0 � η̃1
∆t
2
!

D0
i
� 1

2
Ce

i # (30)

T 1 � P0W
1

ρ1 (31)

and

ρs � � 1 � ηs � νs � ρ0 � ηsρs � 1 � νsρs � 2� η̃s
∆t
2
!

Ds � 1ρ � Cs � 1W �D � 1
2

Se
ρ # � γ̃s

∆t
2
!

D0
ρ � C0

W �D � 1
2

Se
ρ # (32)�

ρYi � s � � 1 � ηs � νs � � ρYi � 0 � ηs
�
ρYi � s � 1 � νs

�
ρYi � s � 2� η̃s

∆t
2
!

Ds � 1i
� 1

2
Ce

i # � γ̃s
∆t
2
!

D0
i
� 1

2
Ce

i # (33)

T s � P0W
s

ρs (34)
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for s � 2 ��������� S. The constants appearing in the RKC integration stages are given by [21]:

w0 � 1
� ε

S2 � w1 � T 1S � w0 �
T 1 1S � w0 � � η̃1 � b1w1 (35)

ηs � 2bsw0

bs � 1 � νs � � bs

bs � 2 � η̃s � 2bsw1

bs � 1 � γ̃s �2� as � 1η̃s � s � 2 ��������� S (36)

b0 � b2 � b1 � b2 � bs � T 1 1s � w0 ��
T 1s � w0 ��� 2 � s � 2 ��������� S (37)

as � 1 � bsTs
�
w0 � s � 0 ��������� S (38)

where ε is the damping parameter, primes denote differentiation, and

T0
�
x �3� 1 (39)

T1
�
x �3� x (40)

Ts
�
x �3� 2xTs � 1 � x �4� Ts � 2 � x �5� 2 6 s 6 S � (41)

Following [28] we set ε � 2  13.

S3. The reaction source terms are integrated over a full time step ∆t, using as starting values the computed
scalar fields at the end of the previous step. We account for half the explicit convection source terms and
symbolically express the integration as:�

ρYi � r 7 1 � � ρYi � r � S �
∆t 8 Ri
� 1

2
Ce

i 9 dt (42)

ρr 7 1 � ρr � S �
∆t 8 Rρ � CW � R � 1

2
Se

ρ 9 dt (43)

T r 7 1 � P0W
r 7 1

ρr 7 1 (44)

where Ri and Rρ � CW � R are functions of the integrated state of the system
�
ρ � T � Y � , while Ce

i and Se
ρ are

constants during the integration procedure. The integration is performed using DVODE [56], which utilizes
internal time step control in order to maintain integration errors below user-specified absolute and relative
tolerances A and R respectively.

S4. A convection-diffusion step identical to S2 is performed. Specifically, the diffusion term is integrated
using an S-stage RKC step of size ∆t  2, which also accounts for half the convection source term. The starting
values are the scalar fields computed at the end of the previous step. S4 results in intermediate values of the
scalar fields, denoted by

�
ρ̃ � Ỹ � T̃ � .

S5. Update the velocity field using the advection and diffusion terms. The convective terms are treated
explicitly using AB2 over a full time step, while the viscous terms are integrated using an L-stage RKC
scheme (L 0 2). To this end, we define the starting values:�

ρv � 0 � � ρv � n (45)

and the explicit convective source term:

Ce
v 	 3

2
Nn � 1

2
Nn � 1 (46)

Then, the convective-diffusive update takes the form:�
ρv � 1 � � ρv � 0 � η̃1∆t � F0 � Ce

v � (47)
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and �
ρv � s � � 1 � ηs � νs � � ρv � 0 � ηs

�
ρv � s � 1 � νs

�
ρv � s � 2� η̃s∆t � Fs � 1 � Ce

v � � γ̃s∆t � F0 � Ce
v � (48)

for s � 2 ��������� L. The coefficients of the RKC scheme are defined in a similar fashion as in S2. The intermediate
values of density and viscosity, which are needed in the evaluation of the corresponding diffusion terms at
the various stages (47–48), are obtained by interpolation between the known values at tn and the computed
predicted values at the end of S4 [2].

The intermediate velocity field v 	 vL resulting from the above RKC update is then corrected using the
projection step:

ρ̃ṽ � ρ̃v
∆t
��� ∇p̃ (49)

where p̃ is the solution of:

∇2 p̃ � 1
∆t 8 ∇ � � ρ̃v � � ∂ρ

∂t ::::
; 9 (50)

Here ∂ρ  ∂t < ; is given by the second-order discretization [55]:

∂ρ
∂t ::::
; � 1

2∆t

�
3ρ̃ � 4ρn � ρn � 1 � (51)

Thus, at the end of S5, predicted values for both scalar fields,
�
ρ̃ � Ỹ � T̃ � , and the velocity field, ṽ, are

available.

Non-Stiff Corrector

As mentioned earlier, the need for a corrector is dictated by the stability requirements for the variable-density
projection scheme [57, 58] and not those of the scalar integration. As in [2] the corrector only affects the
convective terms and is implemented as follows.

S6. Effective convection source terms for species and density evolution equations are re-evaluated using an
RK2 approach based on the starting values at tn and the predicted values from S5. Thus, we set:

C
;
i � 1

2
Ci
�
ρ̃ � ṽ � Ỹi � � 1

2
Cn

i (52)

S
;
ρ � 1

2 =Cρ
�
ρ̃ � ṽ � T̃ ��� CW �C � ρ̃ � ṽ � Ỹi �?> � 1

2 . Cn
ρ � Cn

W �C / (53)

S7. The effective non-convective change in the scalars in the predictor step is evaluated:

∆ρ 	 ρ̃ � ρn � ∆t 8 32 . Cn
ρ � Cn

W �C / � 1
2 . Cn � 1ρ � Cn � 1W �C /@9 (54)

∆
�
ρYi �3	 A� ρYi �4� � ρYi � n � ∆t 8 32Cn

i � 1
2

Cn � 1i 9 (55)

S8. The corrected scalar fields are evaluated :

ρn 7 1 � ρn � ∆ρ � ∆t S
;
ρ (56)�

ρYi � n 7 1 � � ρYi � n � ∆
�
ρYi � � ∆tC

;
i (57)

T n 7 1 � P0W
n 7 1

ρn 7 1 (58)

Thus, S8 results in the fully updated scalar fields
�
ρn 7 1 � Y n 7 1 � T n 7 1 � .
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S9. Update the velocity field using the pressure-split momentum equations. The procedure is very similar
to that in S5, except that the intermediate scalar fields in the various RKC stages are based on interpolation
between corrected scalar values at tn 7 1 and the starting values at tn.

The velocity distribution v̂ 	 vL resulting from the above RKC update is then corrected using the projection
step:

ρn 7 1vn 7 1 � ρn 7 1v̂
∆t

��� ∇p̂ (59)

where p̂ is the solution of:

∇2 p̂ � 1
∆t 8 ∇ � � ρn 7 1v̂ � � ∂ρ

∂t ::::
;B; 9 (60)

with the density gradient approximated from:

∂ρ
∂t ::::
;B; � 1

2∆t

�
3ρn 7 1 � 4ρn � ρn � 1 � (61)

This completes the integration cycle, as updated values for the scalar fields, ρn 7 1, Y n 7 1, and T n 7 1, and the
velocity field, vn 7 1, are available.

Remarks

1. RKC Stability: As discussed earlier, one of the advantages of using extended stability schemes is that
they provide an effective means for minimizing the number of source term evaluations. The present
single-step, S-stage, second-order RKC method has a real stability limit β

�
S � given by [21]:

β
�
S �DC 2

3
� S2 � 1 � ! 1 � 2

15
ε # (62)

where ε is the damping parameter (see Eqs. 35–41). For the selected value ε � 2  13 we have β
�
S �EC

0 � 65
�
S2 � 1 � . Given a global integration time step, which for the present operator-split construction

is selected based on accuracy considerations [2], Eq. (62) is used to determine the minimum number
of stages S needed to guarantee internal stability of the RKC integration. This situation should be
contrasted with the approach adopted in our previous effort [2], where the treatment of the diffusion
term is based on repeated application of an explicit multistep scheme. In [2], we had relied on a
second-order Adams-Bashforth scheme (AB2), whose real stability limit is 1 (λv∆t F 1 for stability,
where λv � 2n 7 1α  ∆x2, and where n is the number of spatial dimensions). It follows that the ratio of the
number of source term evaluations in the RKC method to the corresponding number in the approach
based on repeated fractional AB2 updates is approximately S  β � S � . Since β increases quadratically
with the number of stages S, one would expect RKC to exhibit a significant speed up, of the order of
β
�
S �� S, as S increases.

2. Extrapolated Transport Properties: As discussed in section 1, with detailed transport models the CPU
cost of the numerical integration of diffusion is dominated by the evaluation of the mixture-averaged
transport properties. Specifically, the cost of evaluating these properties is significantly larger than that
associated with the evaluation of diffusion fluxes, the divergence of these fluxes, and the numerical
integration used to update the corresponding fields. This suggests that further speedup of the compu-
tations can be achieved if one could minimize the number of direct transport property evaluations. In
the present work, we explore an internal extrapolation scheme that is based on (i) directly evaluating
the transport properties at the beginning of the integration step, and (ii) using stored values obtained at
the beginning of the previous time step in order to estimate the values required at the various internal
RKC stages –or in the case of the original construction [2] at the various internal fractional steps.

We briefly outline this extrapolation procedure for the case of a generic transport parameter ζ. Let
ζn and ζn � 1 denote the (directly-evaluated) values of ζ at tn and tn � 1, respectively. In both the RKC
approach and the repeated-AB2 scheme from [2], we need estimates (ζs) for the transport properties
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at intermediate times, ts, with tn 6 ts F tn 7 1. In the RKC approach, for instance, these intermediate
estimates are needed to evaluate the diffusion fluxes Ds

ρ and Ds
i appearing in Eqs.(32–33). In the

computations, the linear extrapolation procedure:

ζs � ζn � ts � tn
∆t
� ζn � ζn � 1 � (63)

is used to determine these estimates. Note that with this approach the overall second-order convergence
of the time integration procedure is formally maintained, and actually achieved in the computations as
discussed below.

We have remarked earlier that using RKC integration one would expect a speedup factor of the order
β
�
S �� S with respect to our previous split construction in [2]. We also noted that for the mixture-

averaged transport model, the direct evaluation of diffusion source terms is dominated by the calcula-
tion of transport properties. These two observations suggest that combined, the RKC integration and
the extrapolation procedure would lead to speedups of the order of β

�
S � over our previous scheme [2].

The computational tests of the following section reveal that the additional enhancement due to the
extrapolation procedure is in fact achieved.

3. Coarse Jacobian: In addition to the above extrapolation procedure, we have briefly explored an effi-
ciency enhancement approach that is based on the utilization of chemical-source-term Jacobian data
which are (pre-) evaluated on a coarse computational grid. This development is motivated by the obser-
vation that in most premixed combustion applications the flame region accounts for a small fraction of
the computational domain, which essentially consists of regions corresponding to either cold reactants
or burnt products. In these regions, there are weak variations in the chemical composition of the mix-
ture, which suggests that the Jacobian data used in the stiff integration of the chemical source term can
be approximated using neighboring point values. Additional motivation for this approach comes from
the observation [2] that in the burnt and unburnt regions, the stiff integration of the chemical source
term generally requires 2-3 function evaluations and a single Jacobian evaluation only.

In the computations, we implement a simple Jacobian extrapolation scheme by first defining a coarse
computational grid. The coarsening is specified in terms of the grid ratio P which corresponds to the
ratio of fine to coarse grid cells in each coordinate direction. The coarsening is implemented in such a
way that a coarse computational cell (in 2D) corresponds exactly to P2 cells of the original fine mesh.
Prior to the stiff integration procedure, a test is performed in order to determine the coarse grid cells in
which the temperature fluctuations are small. The test checks whether the peak temperature difference,
∆Tmax, between the four corners of the coarse cell, falls below a user-prescribed threshold, ∆To. When
this simplified criterion is satisfied, i.e. ∆Tmax F ∆To, the Jacobian is evaluated at or near the center
of the coarse cell and then propagated to the fine grid cells that are contained within the coarse cell.
This coarse-grid estimate is then supplied as an initial, approximate, Jacobian in the stiff DVODE
integration at the corresponding fine cells. If, within the DVODE integration, an updated Jacobian is
needed, the procedure automatically reverts to direct evaluation of the Jacobian, which is based on
exact expressions obtained by analytically differentiating the chemical source term. On the other hand,
when the above simplified criterion is not satisfied, the direct evaluation procedure is used whenever
the Jacobian is needed, as performed in the previous constructions [1, 2].

Note that since the coarse Jacobian is used as an initial guess only, and since the integration reverts back
to the direct evaluation procedure when a more accurate Jacobian is needed, the present approach is not
expected to have a major impact on the behavior of the DVODE integration [56]. Furthermore, since
DVODE implements an error-control scheme that does not involve the Jacobian, minimal effect on the
numerical results is also expected. Thus, the present coarse-Jacobian procedure offers the possibility
of reducing the CPU cost of the stiff integration, with essentially no impact on its numerical properties.
The behavior of the coarse Jacobian option is briefly explored in 2D tests described below.
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3 Results and Discussion

The order of convergence, accuracy, and efficiency of the overall numerical construction using RKC, transport
property extrapolation, and coarse-Jacobian, are studied using an analytically solvable one-dimensional (1D)
reacting front problem as well as 1D/2D premixed flame problems using detailed kinetics and transport.

3.1 Simplified 1D Analysis

In order to test the performance of the RKC integration in the split-stiff scheme, we repeat part of the sim-
plified 1D analysis originally introduced in [2]. This analysis is based on the following family of reaction-
diffusion equations:

∂u
∂t
� ∂2u

∂x2
� 8

δ2 u2 � 1 � u �5�2� ∞ 6 x 6 ∞ � (64)

with boundary conditions u
�
x �G* 1 as x *H� ∞ and u

�
x �G* 0 as x * ∞. Here, δ I 0 is a freely selected

parameter. The exact solution of the above system is given by:

u
�
x � t �E� 1

2
!

1 � tanh 8 x � ct
δ 9 # (65)

where c � 2  δ. Thus, the solution (65) corresponds to a steady-propagating front of width δ and speed c.
The system is briefly used below to analyze the behavior the splitting errors in the present scheme, and the
experiences are contrasted with the results of the detailed analysis given in [2].

To this end, the numerical scheme outlined above is adapted to the solution of equation (64). The simula-
tions are initialized using the steady solutions given in equation (65), i.e. we set:

u
�
x � 0 �J� 1

2 . 1 � tanh K x
δ L / (66)

Solutions are obtained using a finite difference grid which extends over the interval � Z 6 x 6 Z, Z M δ.
Second-order centered differences are used to discretize the diffusion term. At x �N� Z, the Dirichlet condition
u
� � Z � t �O� 1 is used, while a homogeneous Neumann condition is used at x � Z. The domain truncation length

Z is selected large enough so that the solution is essentially independent of both Z and the conditions imposed
at the boundaries of the domain.

The numerical tests below focus on a propagating front with δ � 1. Simulations are performed on a finite
domain with Z � 20, with different resolution levels ∆x � 2Z  N, where N is the total number of sub-intervals.
Equation (64) is integrated to t � 0 � 6144, such that the front propagates for a distance approximately 1.2 times
its own width. At the end of the computations, local errors are computed using the exact solution,

en
i � un

i � uex
�
xi � tn �J� un

i � 1
2
!

1 � tanh 8 xi � 2tn  δ
δ 9 # (67)

and a global error measure is formed using the discrete l2 norm,

E2 � � 1
N
�

1

N 7 1
∑
i � 1 � un

i � uex
�
xi � tn ��� 2 $ 1 � 2 � (68)

The error analysis is based on numerical solutions obtained on three different grid levels, with N � 1000,
2000, and 4000. At each grid resolution, simulations are performed using the symmetrically-split RKC-stiff
scheme with different values of the global time step ∆t. The integration is based on first integrating the
diffusion term over a half-time step using an S-stage RKC scheme, updating the reaction term over ∆t using
DVODE, and then performing a second S-stage RKC update of the diffusion term over ∆t  2. The number of
stages S is varied, and the results are interpreted using the total number, M � 2S, of RKC stages during the
full time step.

Figure 1 shows the spatial distribution of the error at the end of the computations for three resolution
levels, N � 1000, 2000 and 4000, and different values of M. The diffusion half-step corresponds to the RKC
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Figure 1: Spatial distribution of the error between the numerical and exact solutions for the split scheme
with different values of M. The absolute and relative tolerances used are 10 � 13 and 0, respectively. The
computations are performed with δ � 1, Z � 20, and N � 1000 (top), N � 2000 (middle), and N � 4000
(bottom). The time step in the fractional diffusion steps corresponds to the RKC critical stability limit.
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N � 1000, ∆x � 0 � 04

Scheme ∆t P 103 RMS Error P 105 Order of Convergence
Split/RKC, M � 4 1.555 1.0039 1.9994
Split/RKC, M � 8 7.679 1.1991 2.0013

Split/RKC, M � 16 30.72 5.0911 2.0034
Split/RKC, M � 32 102.4 49.391 2.0061

N � 2000, ∆x � 0 � 02

Scheme ∆t P 104 RMS Error P 106 Order of Convergence
Split/RKC, M � 4 3.898 2.4927 1.9201
Split/RKC, M � 8 19.44 2.6097 1.9994

Split/RKC, M � 16 80.84 5.0125 2.0010
Split/RKC, M � 32 307.2 45.304 2.0031
Split/RKC, M � 64 1024. 488.61 1.9999

N � 4000, ∆x � 0 � 01

Scheme ∆t P 104 RMS Error P 106 Order of Convergence
Split/RKC, M � 4 0.9748 0.62193 0.1532
Split/RKC, M � 8 4.872 0.62929 1.9593

Split/RKC, M � 16 20.41 0.76214 1.9994
Split/RKC, M � 32 81.92 3.53194 2.0009

Table 1: Root-mean-square error and order of convergence for reacting front simulations with δ � 1 and
Z � 20. The split scheme uses an absolute tolerance of 10 � 13.

Scheme ∆tc ∆tc  2 ∆tc  4
Split/RKC, M � 4 6.21931 P 10 � 7 6.21437 P 10 � 7 6.20972 P 10 � 7
Split/RKC, M � 8 6.29295 P 10 � 7 6.23576 P 10 � 7 6.22080 P 10 � 7

Split/RKC, M � 16 7.62144 P 10 � 7 6.65435 P 10 � 7 6.29704 P 10 � 7
Split/RKC, M � 32 3.53194 P 10 � 6 1.26834 P 10 � 6 7.61925 P 10 � 7

Table 2: Root mean square errors for reacting front simulations with δ � 1, Z � 20, and N � 4000. The split
calculations use an absolute tolerance of 10 � 13.

stability limit (Eq. 62), so that the global time step is given by ∆t � ∆tc 	 0 � 65
�
S2 � 1 � ∆x2  2. Here, ∆tc

denotes the global critical time step. The stiff integration of the reaction term uses zero relative tolerance
and an absolute tolerance of 10 � 13. For the cases of Fig. 1, Table 1 shows the corresponding RMS errors,
together with the temporal order of convergence of the calculations. The latter is obtained by repeating the
calculations with decreasing time steps and monitoring the differences between numerical solutions obtained
at the same spatial resolution level. This enables us to isolate time discretization errors and determine the
temporal order of convergence.

Figure 1 and Table 1 show that when M is small the spatial error distribution and the RMS values are
essentially independent of the value of M. For N � 4000, the errors are essentially constant when M 6 16,
while for N � 1000 and 2000 errors are nearly constant when M 6 8. Meanwhile, Table 2 shows that with
N � 4000, the RMS error at the final time is essentially independent of the time step, except with M � 32
at largest value of ∆t. The results are consistent with our earlier experiences in [2] and lead to the same
conclusions. Specifically, as long as the global time step is below a well defined threshold, the RMS errors at
the final time are dominated by spatial errors and are independent of both M and ∆t. (See detailed discussion
in [2].). For the present example, this threshold is about 20 P 10 � 4, independent of the spatial resolution level.

It is instructive to compare the present RMS-error predictions with those obtained in our earlier analy-
sis [2], in which the diffusion half-step was treated with repeated RK2/AB2 fractional steps. The comparison
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shows that the time-step level at which splitting errors become significant is essentially the same in both
approaches. When the global time step is below the above threshold, the RMS errors obtained using the
present scheme and the previous scheme are nearly identical. This is not surprising since, as remarked ear-
lier, spatial errors are dominant at “small” ∆t and since the same spatial discretization approximation is used
in both methods. However, the comparison also shows that there is close agreement in the RMS errors at
larger values of ∆t. This close correspondance indicates that at a given (large) value of ∆t the splitting errors
in both schemes behave in essentially the same fashion, independently of the number of fractional steps or
RKC stages. This allows us to immediately exploit the results and conclusions of the previous analysis [2],
and in particular allows us to avoid repeating the detailed study of the order of convergence and the effect of
user-defined tolerances in the stiff integration procedure.

We conclude this study by noting that Table 1 also indicates that the split, stiff-RKC, time integration
scheme does achieve second-order convergence. Second-order convergence is in fact observed in all cases
considered, except for N � 4000 with M � 4. As discussed in [2], this apparent drop in the computed
convergence rate can be traced to fact that at small ∆t the integration errors can become comparable to the
selected tolerances in the stiff integration.

3.2 Flame with Detailed Kinetics and Transport

We consider a premixed methane-air flame at atmospheric pressure, burning into a stoichiometric 20% N2-
diluted mixture at room temperature. We use the GRImech1.2 [22] mechanism, which includes both C1 and
C2 molecules, and involves 32 species and 177 reactions. We also use the above outlined DRFM mixture-
averaged transport model, with extrapolation of transport properties. We examine the convergence of the
scheme in 1D, and examine its efficiency in 2D.

3.2.1 One-Dimensional Flame

The second-order convergence rate of the scheme is illustrated in Figure 2. The plots are based on analysis
of the computed flame solutions obtained with successive time-step refinement using the present scheme
and the non-split semi-implicit scheme which uses the same stiff ODE integration procedure as outlined
in [1]. The self convergence results are based in the RMS error between computed flame solutions with the
present scheme with successive time-step refinement. The cross-convergence results are based on the RMS
error between the computed flame solutions using the present scheme and the non-split scheme. The spatial
discretization is held fixed. The two schemes use the same stiff-integrator tolerances with absolute tolerance
A � 10 � 14 and relative tolerance R � 10 � 8. The RKC scheme uses M � 2S � 16, L � 4. The two figures
illustrate the second-order self and cross-convergence of the RKC scheme using the temperature, velocity,
and CH, HCO mole fraction fields.
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Figure 2: Second-order self and cross-convergence with respect to ∆t in 1D. Self convergence is for an
operator-split RKC case with M � 16, L � 4, R � 10 � 8, A � 10 � 14 and with extrapolation of transport
properties. The cross convergence data compares this case to a case with no operator splitting, same ODE
integrator tolerances, and without extrapolation of transport properties.
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Figure 3: Variation in relative RMS error in temperature, velocity, and CH mole fraction in a 1D flame, with
changes in the number of RKC stages, starting with M � 4 and L � 2 (∆t � 20 ns), and increasing by factors
of 2 to M � 32 and L � 16 (∆t � 1280 ns). The x-axis shows the global time step (∆t) size, which varies
with M � L. Plots are shown for three levels of ODE integrator tolerances (A � R � R), showing the expected
degradation in error reduction and the second-order convergence rate as the explicit time integration error
becomes on the order of the implicit ODE integrator error (governed by the specified tolerances).

We also examine the dependence of RMS error between the split and non-split schemes on the number
of RKC stages, allowing the time step to vary with the square of the number of stages, in accordance with
the growth of the stability boundary on the negative real axis. The results are shown in Figure 3, where
second-order growth with time-step is again observed, over the range M � 4 � 32, L � 2 � 16, for three
selected error tolerances. As observed in [2], the low-∆t minimum error plateau reached is dictated by the
error threshold implemented in the stiff integration procedure. In contrast with [2], however, the stabilized
characteristic of the RKC construction allows the efficient utilization of very large time steps, such that time
discretization/splitting errors become comparable to spatial discretization errors, as shown in Figure 4 at
the high time-step limit. Note that the largest practical time steps used in [2], were well below the level
where time-splitting errors become large compared to spatial discretization truncation errors. In the present
context, using a time-step above 1 µs will lead to the dominance of time-integration errors over those of
spatial discretization.

3.2.2 Two-Dimensional Flame-Vortex-Pair Interaction

We finally examine the utility of the present construction in the context of a 2D computation of the interaction
of the above premixed methane-air flame with a counter-rotating vortex-pair in the reactants stream. The
evolution of the flame HCO mole fraction and vorticity fields are shown in Figure 5 over a time span which
includes substantial stretch and contortion of the flame, reduction in burning rate and radical concentrations
in the flame, and the production of baroclinic vorticity dipoles. Performance tests were conducted on a 32-
processor 195Mhz Silicon Graphics ORIGIN2000 machine, with no other significant user processes running.
They involved a 256 P 1024 mesh, with M � 16, L � 4, A � R � 10 � 6, and ∆t � 200 � 700ns. The CPU
timing results, showing the time spent per processor per time step, are shown in Table 3 for a number of cases
of operating conditions. The Coarse-Jac case refers to the utilization of Jacobian evaluations interpolated
from a coarse mesh as outlined above, while the no-Coarse-Jac refers to the full (analytical) evaluation of
Jacobians at each mesh cell.

We note first that, for RKC with mixture-averaged transport and no-Coarse-Jac, the overall speedup in
going from ∆t � 200 to 700 ns is about a factor of 3, despite the relatively small increase in CPU-time per
time step (43.7 to 53.5, or 193.9 to 203.1). Moreover, again for RKC with mixture-averaged transport and
∆t � 700 ns, the CPU-time savings in using the coarse Jacobian are about 10% when transport properties
are extrapolated. This advantage is almost completely lost when no extrapolation is used because of the
dominance of the diffusion integration costs over the stiff-integration cost in this case, as evidenced by the
increase by a factor of 4 of the CPU-time (e.g. from 49.2 to 199.7) when no extrapolation is used. In fact, with
RKC and mixture-averaged transport, using extrapolation of transport properties leads to a speedup of 3.8 to
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Figure 4: Variation in relative RMS error, including spatial truncation errors, comparing the temperature,
velocity, and CH mole fraction in a 1D flame, with changes in the number of RKC stages for the case with
N � 512 versus the non-split case with N � 2048. The number of RKC stages starts with M � 4 and L � 2
(∆t � 20 ns), and increases by factors of 2 to M � 32 and L � 16 (∆t � 1280 ns). The x-axis shows the global
time step (∆t) size, which varies with M � L. Plots are shown for three levels of ODE integrator tolerances
A � R � R � 10 � 5, 10 � 6, and 10 � 8. This is little change in the errors with ∆t at time step sizes below about
100 ns, due to the dominance of spatial errors. As ∆t approaches 1 µs, the temporal errors become significant
compared to the spatial errors.

4.4 depending on the time step and the utilization of the coarse-Jacobian. This large speedup is a reflection of
the high cost of the mixture-averaged transport property evaluations. The table lists the total CPU-time costs
ensuing from the temperature-tabulated transport property evaluation used in our earlier work [1, 2] versus
the present mixture-averaged formulation both for RKC and the previous RK2/AB2 implementations, giving
a factor of 6 increase in total CPU-time in both cases, clearly justifying the need for the present transport
property extrapolation procedure. The combination of RKC, Extrapolation, and Coarse-Jac at ∆t � 700 ns,
versus RK2/AB2, no-Extrapolation, no-Coarse-Jac at 200 ns, both using mixture-averaged transport, gives
an overall speedup factor of 15 [=(214.0/49.2)(700/200)].

Another important factor in code speedup pertains to the efficient utilization of cache-memory architecture
of the computational hardware. In the present context, minimization of cache-memory overheads were pur-
sued on two fronts. To begin with, CPU/memory-intensive functions were recoded using a high-level meta-
code that parses hand-coded Fortran subroutines and produces substitute auto-code. The auto-code routines
involve completely unrolled loops and hardwired loop index variables and array references. This approach

Mixture-averaged transport

no-Coarse-Jac Coarse-Jac
Transport ∆t � 200 ns ∆t � 700 ns

Extrapolation 43.7 53.5 49.2
no-Extrapolation 193.9 203.1 199.7

no-Extrapolation, no-Coarse-Jac, ∆t � 200 ns

Transport RKC RK2/AB2
Mixture-averaged 193.9 214.0

Temperature-tabulated 31.4 35.1

Table 3: CPU times (sec/proc/time-step) for a 2D flame-vortex-pair interaction on a 256 P 1024 mesh, with
M � 16, L � 4, on a 32-processor 195Mhz SGI ORIGIN2000.
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Figure 5: Two-dimensional flow-flame evolution showing contours of vorticity superposed on a gray-scale
representation of the HCO mole fraction field.

was used for the chemical source terms function and jacobian evaluation routines as in [1, 2]. Secondly, data
structures were tailored to the effective utilization pattern in the code. Specifically, given the large number of
species to be accessed at each spatial location, arrays were structured to allow the inner-most index to refer
to species identity, thereby storing species information at a given mesh cell in a contiguous memory segment.
This last approach lead to a doubling of parallel code execution speed when running on a relatively large
number of processors (30-40).

We note finally that, while two-dimensional flame computations are too expensive for use in a convergence
study, we have examined the RMS differences between 2D flame-vortex computations for a select set of
conditions at a time of 0.7 ms (vis. Fig. 5). We evaluate the maximum and RMS relative differences
between computed flow solutions at this time instant with regard to the effect of (1) extrapolation of transport
properties, and (2) increased time step. We find that, in general, RMS relative differences ( Q φa � φb Q 2 4Q φa Q ∞)
of all flow variables are about an order of magnitude smaller than the maximum relative differences ( Q φa �
φb Q ∞ 4Q φa Q ∞). This is because the flame region, where field variable gradients and discretization errors are
significant, is a small fraction of the overall computational domain. Thus, in order to examine the errors in
the high-gradient regions, we focus on the ∞-error norm. The use of extrapolation of transport properties
is found to have little consequence on the computed results, with a maximum relative difference in field
variables ranging from 0.0005% to 0.01%. Larger maximum differences, ranging from 0.2% to 5%, are
observed due to the increased time step (from 200 to 700 ns) with the RKC scheme. Given the speed of the
vortex in Fig. 5, and the consequent convective CFL number of 0.34, further increases in the time step, while
feasible within RKC, are not advisable for accuracy considerations.
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Conclusions

We have presented an operator-split scheme for reacting flow modelling using an optimal combination of im-
plicit integration of stiff chemical source terms and explicit integration of diffusion terms. Integration of the
chemical terms uses an implementation of the DVODE ODE integration package, while the diffusion integra-
tion uses a Runge-Kutta-Chebyshev scheme, a specific implementation of stabilized Runge-Kutta schemes
with extended stability along the negative real axis.

We also presented an approach for efficient utilization of detailed transport models in the context of multi-
stage diffusion integration, where transport properties are evaluated once per time step and then extrapolated
to the internal stages. This approach is crucial for the utilization of detailed transport in operator-split or multi-
stage integration constructions. Detailed transport is impractical in this context if properties were evaluated
at each RK-stage, as the resulting exorbitant cost of the diffusion computation significantly diminishes the
advantage of operator-splitting.

We also outlined and demonstrated an approach for efficient utilization of approximate jacobians in the
context of stiff integration of multidimensional reacting flow. Given the significant cost associated with
jacobian evaluations, the use of pre-evaluated neighbor values in regions of low spatial gradients provides for
significant savings at no cost to accuracy or stability.

This construction was implemented in the context of a projection scheme solution of the low-Mach number
reacting flow equations, with detailed chemical kinetics and transport. We used a mixture-averaged transport
formulation based on a recently developed transport-property model that offers significant improvements in
accuracy relative to earlier work.

We examined and analyzed errors and convergence rates of the overall construction using both analytical
1D reaction-fronts and a methane-air flame in 1D and 2D. We demonstrated second-order convergence, and
outlined the interaction of time-integration and spatial errors, and the role of stiff integrator tolerances. The
efficient stabilized construction of the RKC scheme allowed the stable use of large time steps. In fact, the
scheme allows stable integration with time steps that are so large as to result in the dominance of time-
integration errors over spatial errors. As with implicit schemes, prudent choice of the time step is necessary
to maintain a desired degree of accuracy, a situation that is typically not encountered in explicit integrators
due to the limitation on time step size by stability constraints.

Finally, we also demonstrated the speedup and efficiency of the construction in 2D methane-air reacting
flow. Given the increased time step advantages of RKC, the efficient extrapolation of transport properties,
and the coarse jacobian implementation, an overall speedup factor of 15 is observed without a substantial
impact on the accuracy of the computations.
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Appendix

The quantity Pi
�
T ��� λi  λ % m &i , often termed the Eucken ratio, represents the pure species thermal conductivity

as normalized by the translational component of that conductivity. For atomic species the Eucken ratio is by
definition unity, while it is greater than unity for molecular species. Various models for the Eucken ratio have
been proposed, but these have achieved only limited success in predicting experimentally observed behavior,
particularly for species that are polar (e.g. H2O or HCN) or species with multiple coupled internal modes
that are excited at moderate temperatures (e.g. C2H2 or C2H4). Applying the model proposed by Wakeham
and co-workers (see for example [59]) as based on the set of cross-sections developed by Thijsse et al. [60]

22



we write

Pi
�
T �D� ! 2

5
cp � i
R # 2

8 1 � ! 25 cp � i
R
� 1 # 5

�
1
�

Fi �
4A
;
i
9 �

A1 �
where A

;
i 	 Ω % 22 & '

ii , cp is the specific heat and R is the gas constant. Here

Fi
�
T �J� ∆i

� 16A
;
i

15πZri

�
A2 �

where ∆i
�
T � is a resonance correction and Zri

�
T � is the rotational collision number.

The formulation used in CHEMKIN [47] and in EGLIB [61] can be recovered by expanding Eq. (A1) in
the limit of F much less than unity (i.e. the combined limits of ∆i much less than and Zri much greater than
unity). For almost all of the species of interest here, however, these limits are poorly satisfied. Taking H2O
as an example, F R 1 � 2 at 300K falling to F R 0 � 25 at 3000K. For H2O, experimental data gives values of
P R 1 � 2 rising to 2.15 at 3000K. The model employed in CHEMKIN yields values of P R 1 � 6 at 300K rising
to 2.45 at 3000K (a systematic overprediction of order 30% at low temperatures to 14% at high temperatures).
On the other hand, the model of Eqs. (A1) and (A2) matches the experimental data to within a few percent
over the full temperature range of interest. Similar results (i.e. noticeable systematic errors using the model
employed in CHEMKIN and good agreement using the model of Eq. (A1)) were found for a large collection
of polar species (including HCN and HF that are a particular challenge owing to a combination of relatively
small size and large dipole moment) as well as coupled mode species (e.g. C2H2 and C2H4) and for H2.

Where available, experimental data was used to obtain values for Pi
�
T � . The model of Eqs. (A1) and (A2)

was used to extend these data to higher temperatures and to estimate Pi
�
T � for species where no transport data

exists. The resonance correction ∆i was evaluated using the relations proposed by Mason and Monchick [62].
The additional molecular properties required (rotational constants for the molecules) were obtained from the
spectroscopic literature, and specific heats were obtained from the CHEMKIN thermodynamic data base.
A variety of models have been proposed for the rotational collision number, however these have met with
limited success in predicting experimental data. We have adopted the temperature-independent model of
Brout [63]. Where experimental thermal conductivity and viscosity data are available at lower temperatures,
the value of Zr was extracted using Eqs. (A1,A2) and this was used to predict the value of Pi

�
T � at higher

temperatures. Where no experimental data exists, Zr was fixed to a value of 2. This particular value is a rea-
sonable compromise of existing experimental data and does not appear to degrade prediction in comparison
to the uncertainties in the experimental data.

To predict the purely translational transport properties (e.g. viscosity, binary diffusivity, thermal diffusiv-
ity) the DRFM model requires eight molecular parameters for each pure species. These are the Lennard-Jones
potential radius and energy, Born-Mayer potential radius and energy, molecular weight, dipole moment, po-
larizability and dispersion energy. Details on the DRFM model and a limited database are given by Paul [23].
For the results presented here, a complete database has been newly assembled for all of the species in the
simulation. This database was obtained by using the DRFM model to extract parameters from available
transport properties or from other experimental data (e.g. beam and spectroscopic data). Little or no transport
data exists for the radical molecular species. In these cases the database was created using models from the
literature and more primitive molecular properties, as outlined by Paul [23]. This procedure was validated
by testing against all of the species with known properties. A full compilation of this database will be the
subject of a future report.

It is noteworthy that on-line evaluation of translational transport properties from a molecular potential
model is the most efficient and compact approach. The model for Pi

�
T � requires up to seven additional

molecular parameters, temperature-dependent specific heats, and evaluation of somewhat complex models
for ∆
�
T � and Zr

�
T � . It is more compact and efficient to evaluate Pi

�
T � off-line to be used in the simulation

in the form of a polynomial representation for each pure species. This overall strategy preserves the capacity
to introduce second-order corrections and second-order properties as well as higher order mixture-averaged
or multicomponent transport properties.
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